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ABSTRACT

As an important biometric feature of every person, face data
has faced serious risks of leakage in recent years. Lawbreakers
can use face recognition systems (FRS) to analyze the leaked
face data and then correlate other private information, caus-
ing serious privacy leaks. For security reasons, we hope our
face images can only be recognized by the organizations’ au-
thorized models. To achieve this goal, this work proposes a
targeted face image anonymization method that only enables
anonymization for unauthorized facial recognition models,
whilst authorized models, human eyes can still accurately
recognize faces. Our method mainly uses transfer-based ad-
versarial attacks to achieve anonymization. On this basis,
we propose constraints for generating targeted anonymization
samples and boundary walking strategy, focusing on improv-
ing the anonymization for unauthorized models while guaran-
teeing the accurate recognition of authorized models. Local
experiments prove that our method can reduce the recogni-
tion probability of unauthorized models while guaranteeing
the correctness of authorized models. Finally, we apply our
approach to an online face recognition API and experimen-
tally demonstrate that our approach can significantly reduce
the recognition accuracy of the commercial face recognition
model.

Index Terms— Face anonymization, targeted anonymiza-
tion, adversary, transferability

1. INTRODUCTION

Today, in the context of the popularity of social networking
platforms, unauthorized trading of personal information is
common on the Internet. The face data kept and managed by
governments and enterprises often have higher authenticity
and thus higher acquisition value. Once a face data breach
has occurred, by using artificial face recognition algorithms,
offenders can easily achieve accurate matching with users’
data on the Internet and social networking platforms. So they
can establish more perfect social networks and users profile,
resulting in serious leakage of users’ private information. All

of this undoubtedly poses challenges for governments and
enterprises face data storage.

Governments and enterprises need face data to perform
face recognition. For example, governments store photos of
faces recorded by surveillance devices in specific scenes, and
the photo on the ID card is often used as face recognition for
security check scenarios, but also needs to retain the func-
tionality of being recognized by the human eyes for other
scenarios. Enterprises want to publish images that can only be
recognized by their face recognition algorithms for commer-
cial copyright reasons. Therefore, if organizations keep face
data that can only be recognized by their models (authorized
models), it will significantly reduce the harm caused by data
breaches. We propose a targeted face image anonymization
method. The face generated by our method can be anonymized
to the FRS of unauthorized organizations, while can be recog-
nized and matched correctly by the FRS of authorized parties.
The method adds the smallest possible perturbations to face
images to retain more information about the face.

Current research on face image anonymization for FRS
is relatively limited, and the common strategy is to change
the original image. Typical methods used for traditional
face image anonymization include image processing [1], K-
anonymization algorithms [2], generative adversarial networks
[3, 4], and adversarial attacks. Specifically, adversarial at-
tacks can achieve anonymization to FRS by adding very small
perturbations and exploiting the transferability of the adver-
sarial samples with little change in the semantic information
of the images [5, 6]. However, none of the above approaches
can achieve differentiated anonymity between authorized and
unauthorized models.

For the need to achieve anonymization to unauthorized
models and non-anonymization to authorized models, we pro-
pose generating constraints and boundary walking. These
strategies preserve the adversarial transferability of the gen-
erated samples as much as possible while guaranteeing the
correct recognition rate of the target model.

In summary, we make the following contributions: (1)
To the best of our knowledge, we are the first to propose
an anonymization method that is valid only for the unautho-
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rized FRS. (2) We propose constraints to ensure the generated
samples can be used as gallery samples to match with other
samples by the authorized model. (3) We propose a boundary
walking strategy to enhance the success rate of adversarial
attacks against unauthorized models while guaranteeing the
correct recognition rate of authorized models. Experimentally,
we demonstrate that our method can preserve more adversarial
transferability to the unauthorized models, but has almost no
impact on the recognition accuracy of the authorization model.
(4) We apply our method to online face recognition API attacks.
The results show that our method can significantly reduce the
correct recognition rate of API.

2. RELATED WORK

In terms of adversarial attacks against face recognition models,
researchers have proposed a large number of well-established
attacks [7–10]. [9] first proposed using adversarial attacks to
generate adversarial samples that are recognized correctly by
an authorized model while incorrectly by another unauthorized
model. However, [9] does not consider unauthorized face
recognition models that are not locally available and does not
take a transferability improving approach, and the generated
sample can not ensure be matched with other samples correctly
by the authorized model.

Transfer-based black-box attacks for face models can be
borrowed from the attacks for image classification systems
due to the similarity of the network structure. In addition, [10]
proposes transfer-based attacks for implementing face recog-
nition algorithms. [10] combines [11], [12], and adds dropout
units in the middle layer to further enhance the differentiation
of the input for each iteration.

In conclusion, none of the above methods can achieve the
condition that the generated sample can be correctly recog-
nized by the authorized model while adversarial to the other
models. Our approach will focus on improving the transferabil-
ity of the generated adversarial samples as much as possible
under the condition that the success rate of authorized models
can be guaranteed.

3. METHODOLOGY

In this section, first, we propose a targeted face image
anonymization method that can generate adversarial samples
with transferability. Then, we propose constraints on the gen-
eration of targeted anonymization samples. Finally, we en-
hance adversarial transferability to the unauthorized models
by proposing a boundary walking strategy.

3.1. Targeted anonymization

Our targeted anonymization method is to modify the original
sample to become an adversarial sample to unauthorized mod-
els, while the generated sample can be correctly recognized

and matched by the authorized model. To generate adversarial
samples, we also need at least one model different from the au-
thorized model to be attacked to implement the transfer-based
adversarial attack, we call the models the victim models. Be-
sides, except for the unauthorized face recognition models, we
call the target models.

In the process of generating targeted anonymization sam-
ples, we have the following objectives:

(1) Guarantee the authorized model can recognize the gen-
erated samples correctly. (2) The generated sample can be used
as a gallery sample, which means the authorized model can
correctly match the generated sample with other face samples
of the same person and distinguish it from those belonging
to others. (3) The victim and target models have low rates to
recognize the generated samples.

The transfer-based attacks generate adversarial samples by
attacking the victim models. In general, the lower the output
values (confidence scores) of the victim models achieved by
the generated adversarial sample, the higher attack success
rates on the target models. The white-box attack on the victim
model is: find perturbations δ that solves

minmizeJ (fV (x0 + δ) , fV (x0)) , s.t. ∥δ∥∞ < ϵ (1)

where J(·) denotes the cosine similarity. ϵ is the size of pertur-
bation. x0 is the original sample that needs to be anonymized,
and fV (·) denotes the feature output from the victim model.

To improve the transferability of the generated adversarial
samples, we use DI-FGM [12] and MI-FGM [11].

To ensure that the authorized model can recognize cor-
rectly, a straightforward approach is to add this condition to
Formula (1). So our problem can be solved by finding δ to
satisfy

minimizeJ (fV (x0 + δ), fV (x0))− d · J (fA(x0 + δ), fA(x0))

s.t. ∥δ∥∞ < ϵ
(2)

where fA(·) denotes the authorized model’s output. d denotes
the weighting of the authorized model in the optimization
process. We call this method the baseline method.

However, such a simple approach does not guarantee that
the authorized model will recognize correctly when the gener-
ated samples are used as gallery samples. If the correct recog-
nition rate of the generated samples, when used as gallery
samples, is guaranteed, it can only be done by adding per-
turbations that ensure that the authorized model is correctly
recognized (increase d). This solution causes severe degrada-
tion of the adversarial transferability.

3.2. Constraints for generating targeted anonymization
samples

Getting the authorized model to recognize correctly does not
mean that the generated sample is only recognized as the same
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person as the original sample; we also want to validate it
correctly with other face data. Formula (2) only ensures that
the generated sample is recognized as the same user as the
original sample, with poor generalization ability.

To solve this problem, we modify the original sample in
Formula (2) to the average feature, as shown in Formula (3).

fA =
1

l

l∑
i=0

fA(xi) (3)

where xi denotes each original sample we have belonging to
the user.

In addition, we consider that the decision bound for the
average feature is still too broad for our requirement that the
generated samples can be matched with other unknown sam-
ples. We consider that J(fA(x0+δ), fA) > J(fA(x0), fA) is
a reliable region where the generated samples can be accurately
matched with other samples. Because J(fA(x0 + δ), fA) >
J(fA(x0), fA) means that the features of the generated sam-
ples are more similar to the average features than the features
of the original samples. However, a high similarity threshold
requires too much perturbation for ensuring that the authorized
model satisfies the conditions, resulting in severe degradation
of the adversarial transferability to unauthorized models. To
this end, we propose a new threshold calculation formula,
as shown in Formula (4). By controlling the value of c, we
can make a trade-off between the different requirements of
authorized and unauthorized models.

thnew = c · J(fA, fA(x0 + δ)) + (1− c) · thold

s.t. c ∈ [0, 1]
(4)

where thold denotes the normal threshold defined by false
acceptance rates.

3.3. Boundary walking

For Formula (2), a smaller d (d ≥ 0) means that the modified
perturbations that guide the authorized model to recognize
correctly are smaller. However, it is not possible to search for
the best value of d in each iteration, which would consume
a large number of computational resources. Therefore, we
propose boundary walking trying to circumvent the problem
of difficulty in setting d.

Boundary walking means that the sample is always located
near the decision boundary surface of the authorized model
during the optimization process. We used the hyperplane
defined by Formula (4) as the boundary surface. Our strategy
is to execute the optimization defined in Formula (1) only
when the sample is on the correct side of the boundary surface
of the authorized model (J(fA(x+ δ), fA) ≥ thnew), and we
execute the Formula (2) when the sample is on the wrong side
of the boundary surface of the authorized model (J(fA(x +

δ), fA) < thnew). bd selects its value in the way shown in
Formula (5).

bd =

{
0 if J(fA(x+ δ), fA) ≥ thnew

1 else
(5)

The optimization that uses the boundary walking becomes:
find δ that solves

minimizeJ(fV (x0 + δ), fV )− bd · d · J
(
fA(x0 + δ), fA

)
,

s.t. ∥δ∥∞ < ϵ
(6)

As shown in Formula (6), bd can control at each step
whether to add perturbations that promote the authorized
model to recognize correctly. Then, the boundary walking
does not guarantee that the generated samples are located on
the correct side, but simply located near the decision boundary.
Because we consider that the generated samples located close
enough to the boundary are sufficient to achieve our goal. Our
method is shown in Algorithm 1.

Algorithm 1 Targeted anonymization with boundary walking
Input: The outputs of the authorized model and victim model
fA(·), fV (·); the average features of the authorized model and
victim model fA, fV ; the original sample x0; the maximum
iterations n, learning rate α, T (·, p) is transformation in [12].
Output: Targeted anonymization samples ta.

1: Let t = 0, x = x0, bd = 0;
2: while t < n do
3: Diversity input xd = T (x, p);
4: loss = J(fV (xd), fV )− bd · d · J

(
fA(x), fA

)
;

5: Update x by MI-FGM [11];
Update bd by Formula (5);
t = t+ 1;

6: end while
7: return ta = x

Our approach still combines [11] and [12] for transfer-
ability enhancement. Besides, we do not use [12] when we
calculate the perturbation that promotes the authorized model
to recognize correctly.

4. EXPERIMENT RESULTS

In this section, we first show the settings of our experiments.
Next, we show the results of our local evaluation. In the local
evaluation, we validate the recognition accuracy of the autho-
rized model when our generated samples are used as gallery
samples. Then, we compare our algorithm with the baseline
method. Finally, we input the generated adversarial samples
into an online FRS API to further evaluate the effectiveness of
our method.

Authorized licensed use limited to: University of Electronic Science and Tech of China. Downloaded on March 09,2023 at 12:48:25 UTC from IEEE Xplore.  Restrictions apply. 



4.1. Experiment setting

Our experiments were conducted on the Google Colab cloud
server, using a Tesla P100 GPU and PyTorch version is 1.9.0.
Our experiments require multiple models for validation. Our
models are trained by arcface [13], cosface [14], multimar-
gin [15], with different feature embedding networks. The train-
ing dataset we use is CASIA-WebFace [16]. The feature em-
bedding network architectures we use are SE-ResNet50 [13],
MobileFaceNet [17], and Attention-56 [18]. To simplify the
description, later we directly use the names of these structures
to refer to the face recognition models that use them. We use
1000 positive pairs (each pair has at least 5 images belonging
to the same person) from the LFW [19] for the experiment.
The test is divided into generation and validation stages. In the
generation stage, we randomly select one image as the original
sample. Then four images of that user including the original
sample are randomly selected for computing the average fea-
tures. In the validation stage, we randomly select one image
that has not been selected. We used MTCNN [20] for all the
data for alignment with the size of 112x112. Then we define
victim models’ and the target models’ similarity threshold to
have a low false acceptance rate (FAR=1e-3).

Evaluation Metrics: During the attack, we limit the maxi-
mum perturbations that can be tolerated by L∞. For our attack,
there are two main evaluation metrics. (1) The correct recog-
nition rates of the generated data by the target models, the
metrics used to evaluate the transferability of the generated
adversarial samples. (2) The correct recognition rate of the
generated data by the authorized model, which is used to eval-
uate whether the generated adversarial samples are invalid to
the authorized model.

4.2. Local evaluation

For the local experiments, we use SE-ResNet50 as the victim
model, other models in turn as the authorized model, and
the remaining models as the target model. We set maximum
distortion ϵ = 8/255, maximum iterations n = 20, decay
factor µ = 0.6, learning rate α = 0.01·ϵ

m .
In the local evaluation, first, We show the effects of the c

in Formula (4) on the authorized model recognition accuracy.
Then, we compare our method with the baseline method.

We show the TAR (True Acceptance Rate) and FAR of
the authorized model in the validation phase corresponding to
different values of c for different structure networks trained
with cosface [14] in Figure 1 (FAR is to calculate the suc-
cess rate of matching the generated samples with the random
sample from other people). In addition, we show the TAR of
the authorized model for these networks when using Formula
(2) with the normal threshold. The reason we only show the
results of the network trained with the cosface loss function
is that we found that the networks trained by different loss
functions have similar recognition accuracy corresponding to
the c.

(a) (b)

Fig. 1. TAR and FAR of different c and network structures.
(ori) denotes using J(fA(x), fA(x+ δ)) > thold to constrain
the range of generated samples

On the one hand, as shown in Figure 1(a), by using For-
mula (4), we can find the appropriate c value that allows the
authorized model to achieve an accuracy of over 98% for
the same user (The TAR of SEResNet50, MobileFaceNet,
Attention-56 for the original sample are 98.63%, 98.22%, and
98.87%, respectively). While using Formula (2) and the nor-
mal threshold, the recognition accuracy would be even lower
than 10%. On the other hand, as shown in Figure 1(b), FAR is
not significantly affected by changes in c, and the FAR is very
close to 1e-3.

We used Formula (2) without any constraints as the base-
line method, and a larger value of d to ensure that the generated
samples can be recognized correctly by the authorized model.
The recognition accuracy of both methods is required to reach
near 98%. We show the target model recognition rates with
our method and the baseline method in Table 1.

As shown in Table 1, while guaranteeing that the autho-
rized model recognizes correctly, our method can reduce the
average recognition accuracy of the target models by at least
40% compared to the baseline method. Our approach sets
constraints to precisely achieve our requirements. Besides, our
algorithm can compress the perturbations generated to be rec-
ognized correctly by the authorized model to a smaller extent
than the baseline method.

In addition, we find that whether the target and authorized
models are trained with the same loss function does not have
a significant effect on the recognition accuracy of the target
models, while using the same embedding network causes a
significant increase in the recognition accuracy of the target
models. Therefore, our approach needs to ensure that the
authorized model is not compromised.

Local experiments demonstrate that our method can retain
stronger adversarial transferability while guaranteeing the gen-
erated samples can be correctly recognized and matched with
other samples by the authorized model.

4.3. Online evaluation

We test our method on the commercial API Face++ [21].
Face++ is one of the most popular commercial face recog-
nition platforms. The platform’s API can check the likelihood
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Table 1. The recognition accuracy of our targeted anonymization method versus the baseline method.
arcface multimargin cosface

auth.
tar. SE-ResNet Mobile Attention SE-ResNet Mobile Attention SE-ResNet Mobile Attention

Mobile(arc.) 0.0%/0.0%1 98.6%/98.2% 12.9%/30.2% 0.2%/3.1% 39.3%/52.9% 6.2%/18.8% 2.0%/5.2% 26.0%/46.9% 11.4%/27.3%
Attention(arc.) 0.0%/0.0% 8.2%/19.2% 98.4%/98.3% 0.1%/2.1% 11.2%/24.4% 7.1%/21.3% 1.2%/4.6% 8.1%/18.8% 11.6%/29.7%

SE-ResNet(mul.) 0.0%/0.0% 19.6%/36.8% 15.3%/35.7% 98.5%/98.0% 25.8%/51.2% 12.9%/41.0% 3.0%/12.4% 19.1%/39.5% 21.4%/54.0%
Mobile(mul.) 0.0%/0.0% 21.4%/43.9% 11.2%/25.4% 0.2%/5.3% 98.5%/98.3% 5.1%/16.2% 1.8%/3.1% 19.3%/43.2% 7.1%/30.6%

Attention(mul.) 0.0%/0.0% 14.2%/22.4% 19.2%/36.8% 0.3%/2.9% 13.7%/28.7% 98.2%/98.3% 1.1%/3.1% 8.1%/23.5% 39.2%/66.3%
SE-ResNet(cos.) 0.0%/0.0% 34.6%/49.1% 27.5%/34.6% 7.1%/16.1% 41.8%/47.9% 29.3%/44.8% 98.4%/98.0% 32.6%/44.9% 37.7%/55.1%

Mobile(cos.) 0.0%/0.0% 28.8%/53.7% 14.2%/30.8% 0.4%/4.2% 38.7%/59.2% 6.1%/17.6% 2.7%/9.1% 98.0%/97.8% 11.3%/30.2%
Attention(cos.) 0.0%/0.0% 13.2%/20.3% 19.1%/39.7% 1.3%/2.8% 14.7%/27.4% 23.6%/52.1% 2.1%/6.2% 9.3%/19.5% 98.1%/98.2%

Average2 0.0%/0.0% 20.0%/35.1% 17.1%/33.3% 1.4%/5.2% 26.5%/41.7% 12.9%/30.3% 2.0%/6.2% 17.5%/33.8% 20.0%/41.9%
1 The right side is the result of the baseline method, and the left side is the result of our method.
2 Average except for the authorized model.

of whether two faces belong to the same person, provide con-
fidence scores and thresholds to evaluate the similarity. We
choose the threshold values corresponding to different false
acceptance rates (FAR=1e-3,1e-4,1e-5). Due to the speed of
the free API test, we used only 200 pairs after MTCNN [20]
in our online test.

Compared to the local tests, the FACE++ API is more
difficult to execute adversarial attacks. To improve the adver-
sarial transferability of our method, we combine our method
with the ensemble attack [22]. We use all the models except
the authorized model in the local experiment as the victim
models. MobileFaceNet and Attention-56 take turns as the
authorized model to represent miniaturized and normal mod-
els, and the FACE++ is used as the target model to evaluate
transferability. We show the attack results and attack effects
when ϵ = 8/255,ϵ = 10/255 respectively. Other parameters
are consistent with the local evaluation.

Table 2. Recognition rates for online API with the multiple
victim models of our method

Authorized models
FAR

Confidence
1e-3 1e-4 1e-5

clean1 100.0% 100.0% 99.5% 88.24
-2(8/255) 18.5% 6.0% 1.5% 49.53

Mobile (8/255) 32.0% 16.0% 5.0% 55.21
Attention (8/255) 37.0% 20.5% 10.0% 58.25

-2(10/255) 6.0% 1.0% 0.0% 41.1
Mobile (10/255) 12.5% 3.0% 1.0% 47.51

Attention (10/255) 17.5% 5.5% 3.0% 50.23
1 clean denotes the original samples.
2 - denotes the adversarial samples generated by transfer-based attack.

As shown in Table 2, generated samples make the confi-
dence level of FACE++ drop significantly. When ϵ = 8/255,
our algorithm can reduce the recognition success rate by more
than 60% (FAR=1e-3). When ϵ = 10/255, it can reduce the
recognition accuracy by more than 80% (FAR=1e-3). Increas-
ing the amount of perturbation can significantly reduce the
accuracy of recognition. In addition, the generated samples
are guaranteed to be correctly recognized by the authorized
model, reducing its adversarial transferability.

Fig. 2. Targeted anonymization results of our method.

The samples we generate to attack the commercial API
are shown in Figure 2. The samples generated by our method
perform transfer-based attacks on FACE++ under conditions
of acceptable perturbations and can be correctly recognized by
the authorized model.

The online evaluation demonstrates that our method can
achieve anonymization with a high probability for the current
state-of-the-art face recognition system while ensuring that the
generated samples can be recognized by human eyes and the
authorized model.

5. CONCLUSION

In this paper, we propose a face recognition anonymization
scenario when we want the face images can only be recognized
by the authorized model and human eyes. For this scenario re-
quirement, we propose constraints for generating samples and
the boundary walking strategy. The local evaluations demon-
strate that our method is effective in generating adversarial
samples that are invalid for the authorized model but valid for
other models. Also, compared to the baseline approach, our
algorithm can significantly reduce the recognition success rate
of target models. Finally, we attack the FACE++ API to verify
the effectiveness of our method in real scenarios.
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