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Abstract  Considering the robustness and accu-
racy of conventional intrusion detection models are 
easily influenced by adversarial attacks, this work 
proposes an anti-attack intrusion detection model 
based on a message-passing neural network with traf-
fic spatiotemporal features. Our model can not only 
effectively distinguish and correlate upstream and 
downstream traffics, but also clearly embody the 
relationship between different traffics from the same 
source node and destination node by the established 
graph structure. We also improve the model by utilis-
ing the characteristics of the existing network attacks, 

which indicates that the traffic spatiotemporal charac-
teristics could achieve high accuracy on attack traffic 
detection. Compared to the previous model, extensive 
experiments show that our proposed model outper-
forms other similar models in performance. For the 
multi-classification tasks, our model can effectively 
detect most of the network attacks and outperform tra-
ditional machine learning methods. In terms of model 
robustness, our model is less affected by adversarial 
attacks than traditional machine learning models.

Keywords  Intrusion detection · Traffic 
spatiotemporal features · Message passing neural 
network · Anti-attack · Robustness

1  Introduction

Mchine learning has become the mainstream towards 
attack traffic detection in academics [1–3]. However, 
ever-growing problems have emerged with these 
methods. Firstly, a huge amount of high-dimensional 
data is generated. Traditional machine learning mod-
els that focus on the superficial characteristics of traf-
fics are vulnerable to adversarial attacks and cannot 
be adapted to the high-dimensional data scenarios. 
Secondly, the data is usually imbalanced. Since the 
amount of abnormal traffic is much less than nor-
mal traffic, the usual algorithms hardly capture its 
characteristics, which means most of the currently 
proposed intrusion detection algorithms cannot well 
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detect small-scale abnormal traffics. Especially in the 
real-life production environment, the problem of data 
imbalance becomes more severe. Thirdly, there are 
quite a few intrusion detection models are trained and 
tested based on offline data sets, however, real-time 
detection of attack traffic is required for industrial 
environments, leaving an important problem faced by 
current intrusion detection models.

Graph neural networks [4] have achieved well 
impressive performances in many fields, e.g., the 
structure prediction for the molecular model of the 
new coronavirus [5]. Similarly, the graph neural net-
works can be used to solve intrusion detection chal-
lenges by focusing on extracting the characteristics 
of each traffic and the characteristics between differ-
ent traffics. The intrusion detection system based on 
message passing mechanism could obtain the deep 
characteristics of the traffic without the accuracy 
reduction in the course of adversarial attack. Moreo-
ver, intrusion detection based on the message-passing 
neural network can make better use of the strong cor-
relation between abnormal traffic in network attacks, 
such as DOS attacks that continuously send a large 
number of packets, and botnets with periodic attacks.

Therefore, this paper involves security issues such 
as the inherent mechanism of network attacks, lateral 
penetration and directional movement, with a special 
focus on the nodes, flows and processes of network 
attacks. By clarifying the mechanism of hidden and 
detour attacks in the actual network attack, we desgin 
an intrusion detection model with the combination of 
MPNN(Message-passing neural networks) and traffic 
spatiotemporal features, which reveals the relation-
ship between traffics for better robustness in adver-
sarial attacks.

To sum up, our contribution is as follows:

1.	 Based on MPNN, an intrusion detection model is 
proposed, which encodes the source address, des-
tination address and other data flow information 
as nodes on the graph network, and accurately 
shows the correlation between the flows.

2.	 We applies the newly proposed graph neural net-
works model to intrusion detection. The model 
achieves an accuracy comparable to the latest 
machine learning models in the case of detect 
classification. When the model faces adversarial 
attacks, the accuracy of existing machine learn-
ing detection models will drop significantly, but 

our proposed intrusion detection model will not 
decrease in accuracy

3.	 Based on the intrusion detection model proposed 
by MPNN, the detection efficiency remains stable 
in the face of attack traffics sent by different tools 
(Note: the average size of attack traffics sent by 
different attack tools is different).

Our paper consists of 5 sections, the first section is 
the introduction, the second section is related work, 
the third section is our proposed model, the fourth 
section is the experiment, and the fifth section is the 
conclusion.

2 � Related Work

Network attacks on the Industrial Internet are mainly 
characterized by slow and multi-stage. Xu [6] et  al. 
proposed a bidirectional LSTM network with mul-
tiple feature layers on three Industrial Internet of 
Things (IIoT) datasets. The proposed method reduced 
the false positive rate by 46.79% compared to the 
existing methods. Meanwhile, it also detects attacks 
with different intervals on the IIoT dataset. Süzen [7] 
et al. used deep belief networks to design an intrusion 
detection system, which ensures network security by 
controlling the traffic in industrial control systems. 
Experiments showed that they proposed system had 
better accuracy in intrusion detection and classifica-
tion. Gao [8] et  al cleverly integrated the inter-class 
self-learning spatial distribution algorithm and cogni-
tive computing into intrusion detection. Experimen-
tal results show that their method has high accuracy. 
Liang [9] et  al proposed method makes up for the 
problem that clustering optimization cannot be per-
formed due to the lack of features. Their result pre-
sented a notable improvement in both detection rate 
and operating time. The anomaly data detection accu-
racy rate reached 97.80%, and the false positive rate 
was reduced by 8.80%.

While tag-based intrusion detection systems pro-
vide better early warning of known attacks, but not 
for unknown behaviours, anomaly-based intrusion 
detection systems can predict unknown attack behav-
iours, but there is also a potential for false negatives 
in terms of known attack behaviours. Khraisat [10] 
et al designed an intrusion detection system using C5 
classifier and SVM to detect IoT botnets. Huang [11] 
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proposed the use of Hidden Markov Models for intru-
sion detection. Abdel-Basset [12] et al. used forensics 
to detect cyberattacks, and their method was able to 
detect anomalies in large amounts of IoT data.

Most of the existing intrusion detection uses 
offline data, which cannot meet the requirements of 
real-time attack information collection. Kim [13] 
et al. Combining features with machine learning can 
classify and detect data well. Wang [14] et al. using 
autoencoders for network attack detection. Their 
method could simultaneously predict and reconstruct 
the input data, using the rate of change to locate the 
most suspicious potentially compromised devices. 
Awotunde [15] et  al. An intrusion detection model 
suitable for Industrial Internet of Things is designed, 
which uses deep learning techniques. Dutta [16] et al. 
A meta-classifier was constructed using deep learn-
ing techniques. The data were first pre-processed, and 
then the features were solved using a deep sparse self-
encoder (DSAE). The method could handle the most 
complex datasets well with high accuracy. Jahromi 
[17] et al. designed a framework for defending against 
cyber-attacks for cyber-physical systems. The frame-
work can resist existing network attacks well. Yang 
[18] et  al. proposed a data fusion method based on 
the characteristics of traffic data. Consequently, the 
accuracy of anomaly detection was improved. Their 
algorithm worked well in wireless sensor networks. 
Basmati [19] et  al. proposed a lightweight intrusion 
detection model based on the node characteristics 
of network attacks, which can solve the problem of 
insufficient computing power of some nodes in the 
industrial Internet. Hua [20] et  al. desgin Network 
Attack identification method for industrial control 
networks based on the RNN-GBRBM feature decode, 
which is based on the manual selection of features 
in the original data packets, followed by the osPCA 
measurement to identify the traffic features, and the 
detection of the traffic at last.

Now, the graph neural network can be applied to 
various occasions, and has achieved good results. 
Luo [21] et  al. based on the GraphSAGE model, 
edge information is added. More features and infor-
mation of the graph can be obtained, making it more 
widely used. Arno [22] et al. using the characteristics 
of graphs and neural networks, an end-to-end net-
work attack detection method is proposed. Yang [23] 
et  al. desigined a multi-classification method using 
binary tree SVN and OOA division. This method 

outperforms other methods in terms of accuracy. 
Sahoo [24] proposes a method of sequential gen-
eralization that improves training speed and detec-
tion accuracy. Khammmassi [25] proposed a method 
based on machine learning and feature fusion detec-
tion, which has a good performance in public data. 
Wang et al. [26] studied the public DDoS attack SDN 
dataset, which includes 23 characteristics of ICMP, 
UDP, TCP normal traffic and attack traffic. They 
detect with multiple machine learning classifiers, 
and these methods effectively detect DDoS attacks in 
SDN.

Existing intrusion detection methods have their 
advantages[27–30,33]. Liu et al. established a TLTD 
model framework to enhance the robustness of IoT 
systems[31], and also demonstrated that the robust-
ness of artificial intelligence algorithms is related to 
the complexity of the model and dataset[32]. Network 
intrusion detection can detect the initial stage of the 
attack, during which it can be combined with mali-
cious code detection for double detection. Network 
intrusion warnings and intranet scanning can pre-
vent some penetration attacks. Using deep learning 
can fully detect the packet content and header, and it 
can also help us detect some 0-day attacks. However, 
none of these methods can defend against the attack 
with abnormal samples (attack samples whose par-
tial feature information deviates from normal). When 
the attacker modifies the traffic feature value, detec-
tion performance based on machine learning or deep 
learning will be greatly reduced.

For complex and changeable network attacks, we 
improve the original message-passing neural network 
and add new traffic spatiotemporal characteristics. An 
intrusion detection model based on message-passing 
neural network and traffic space-time tailoring is 
proposed, which results in an accuracy comparable 
to that of traditional machine learning. At the same 
time, the detection performance of the traditional 
machine learning model is significantly degraded 
when adversarial attack behaviour is encountered, our 
method alleviates such a significant reduction.

3 � Intrusion Detection Model Constructions

In our intrusion detection model, the existing MPNN 
is improved by introducing traffic spatiotempo-
ral features, instead of just relying on a few basic 
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characteristics of network traffic. Supervised learning 
methods are then used to train on public datasets, and 
finally, the experiment is conducted on real network 
attacks.

3.1 � Extraction of Traffic Spatiotemporal Features

In our previous work [34–37], we used the spatiotem-
poral features of traffic for anomaly detection, such 
as temporal features, combined features, and protocol 
features. In our model, we not only use the features 
proposed by our previous work (such as the average 
number of packets of upstream and downstream traf-
fic, the total size of upstream and downstream data 
packets, traffic duration, etc.), but also some new fea-
tures proposed according to different network attacks 
(such as TCP handshake flag features, such as ACK, 
FIN, SYN), in a total of 29 features, as shown in 
Table 1. It should be noted that among the features we 

selected, the five tuples of traffics are associated with 
upstream and downstream traffic.

These features are chosen because some network 
attacks require automatic commands sent by pro-
grams. This automatic sending of commands some 
kind of regularity at a certain time. The phishing 
email transfer process uses the fixed protocols, the 
attacker can send traffic packets in multiple formats 
and very small size. So, the process of establishing 
the connection could be very smooth, which means 
the phishing email in the TCP handshake state is the 
same as the normal email data. However, in botnets 
and malware, the attackers need to control the target 
host and carry out the next attack, this will cause the 
TCP handshake to fail with a high probability.

In TCP handshake, ACK can be used simultane-
ously with SYN and FIN. If there is only one SYN, 
it means the connection is established without con-
firmation, and most unreachable attacks have a single 
SYN. Most firewalls detect SYN/FIN packets when 

Table 1   Flow spatiotemporal characteristics

Traffic Characteristics
Source and Destination Port, Source and Destination IP, Protocol
The minimum value of downstream packets
The average amount of packets for upstream traffic
Total upstream packet size
The average size of upstream packets
The standard deviation of upstream traffic size
The minimum time interval of upstream data packets
The minimum traffic time interval
Average traffic interval
Standard Deviation of Downlink Traffic Size
Upstream substream size in bytes
Duration
Standard deviation between two streams
Minimum time for stream activity
Average time of stream activity
Downstream continuous data packet average time
Downstream substream size in bytes
Packets transmitted per second
Number of packets with ACK
Upstream data contains the number of PSH flags
Number of packets with SYN
Handshake Situation
Valuse of ACK, URG, FIN, and RST
Repeatedly responds when ACK = 1 in destination IP
SYN = 1,FIN=1 and ACK = 1 in destination IP
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there is a FIN and RST but no SYN, and when such 
packets appear in the network, it may indicate that the 
network is under attack. At the same time, ACK/FIN 
data indicates that a TCP connection is completed, so 
normal FIN data packets are always marked with the 
ACK flag. A value of NULL indicates a packet with-
out any TCP flags. For normal sending packets cannot 
appear TCP packets with any of the above-combined 
flags.

3.2 � Graph Construction and Data Selection

In the graph structure we constructed, the traffic is 
firstly converted into a graph structure form, and the 
source IP node S and destination node D are con-
verted into points in the graph structure. Secondly, 
given a stream f∈E, each stream is represented as a 
node on the graph structure. At the node S and the 
node D, two undirected edges are created, one from 
the S→f, and the other from f→D.

The structure focuses on the structural features 
between traffic, which can distinguish and corre-
late upstream and downstream traffic. Besides, the 
graph structure can clearly represent the relation-
ship between different traffic connected to the same 
source node and destination node. The graph struc-
ture is shown in Fig. 1. After two information trans-
fer processes (such as S2→f2→D3, D3→f1), f1 can 
get the relevant information of f2, and f2 can also 
get the relevant information of f1. Traffic with the 
same source node or the same destination node is 
more likely to be the same type of traffic. The mes-
sage-passing neural network can use the same IP 
node to transmit the information of different traffic 

nodes to each other, thus, it improves the accuracy 
of traffic node classification.

3.3 � Construction of Intrusion Detection Model

Our intrusion detection model has a graph structure 
as input, which is based on a non-standard message-
passing neural network. Here, ht

i
 is the hidden state 

of node i in the K-th layer, the initial state of the 
hidden state is the Xi. In the process of initializing 
the data, the flow node and the IP node are initial-
ized to different states. Assuming that the initial 
feature of the flow is Xi = [x1, ……xk]. So the flow 
node i represents the initial hidden state:

The hidden state vector length is larger than the 
number of elements in the initial feature vector, 
then fill the vacant part with 0. In reality, the basic 
characteristics of traffic cannot be used as the basis 
for intrusion detection to judge attack behaviour. 
Therefore, we initialize the feature vector to 1 for 
the S and f. Then, the nodes in the graph structure 
are divided into two categories, one is IP-encoded 
nodes, and the other is traffic-encoded nodes. The 
role of IP nodes is to aggregate information from 
different traffic flows. The role of traffic nodes is to 
distribute messages. Our information transfer pro-
cess is shown in Fig. 2.

For the message-passing flow, we first set a learn-
able parameter δtype. Then the connection of the hid-
den information of the two nodes is constructed, as 
shown in Eq. 2. δtype contains two possible functions, 
δsf represents an edge (S → f), δsd represents an edge 
(f → D), and then uses an aggregate function to calcu-
late the message on each node:

Finally, we compute the hidden state of node i 
in the next layer and apply the function δtype to the 
aggregated messages and the node, as shown in Eq. 3. 
Similar to the message-passing process, δtype includes 
two different learnable functions (δhand δf), δhis used 
to update the hidden state of destination and source 
nodes, and δfis used to update the hidden state of flow 
nodes:

(1)h0
i
=
[

x1,… , xk, 0,… , 0
]

.

(2)�
t
i
=

1

∣ N(i) ∣

∑

j∈N(i)
�type

(

ht
i
∥ ht

j

)

.

Fig. 1   The graph structure used in our method
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The Readout function is defined as follows:

The function r(∙)  takes in the final state of each 
flow and outputs the predicted class.

Since there are lateral penetration and detour 
attacks in network attacks, it is difficult to detect the 
path and traffic of network attacks. Also, correlation 
analysis cannot be performed well. Therefore, in our 
a model, we added an additional connection layer to 
become a four-layer fully connected layer, and the 
activation function is still ReLU. The traffic corre-
lation model we propose is shown in Fig.  3. After 
the original data traffic is constructed as graph-
structured data, two message-passing processes are 
firstly completed, and then four fully connected 
layers are accessed to train the model. The final 
output is the corresponding training result. In the 
message-passing process of the MPNN layer, the S 
and f pass information to the upstream or next flow 
node. Then the flow node transmits message to the S 
and f. If a single-layer MPNN is used, it is impossi-
ble to transmit the flow message of the same source 

(3)ht+1
i

= �type

(

ht
i
∥ �

t
i

)

.

(4)yi = r
(

hT
i

)

.

or the same destination to each other, so we choose 
a two-layer MPNN. In the iterative process of the 
fully connected graph neural network, all nodes are 
the sum of their features, and the aggregated rep-
resentation of a node does not contain its features, 
which is the feature aggregation of adjacent nodes. 
At the same time, to better aggregate the features of 
adjacent nodes, a four-layer fully connected neural 
network is sampled.
(

St
1
→ f t

1

)

&
(

Dt
1
→ f t

1

)

 indicates that the S and f trans-
mit messages to the flow node, and f t

1
→ St

1
&f t

1
→ Dt

1
 

indicates that the flow node transmits messages to the 
source node and the destination node. In H(l+1) = �
(

∼

AH
(l)
W

(l)

)

 , A represents the adjacency matrix. In 
∼

A = A + I , I represents the identity matrix. W represents 
a trainable matrix. H(l) is the i-th feature matrix. H(l +1) is 
the l+1th feature matrix. σ is the activation function. In 
the r(∙), the activation function is the Softmax in formula 
(5). All possible outputs are represented by one-hot 
encoding, and Softmax is used for weighting and nor-
malization. θ(i) is the input obtained from Softmax. It 
computes a normalized value for each class, where the 
numerator is the index value of the class, and the denom-
inator is the sum of the index values for all classes.

Fig. 2   The information on messages transfer, aggregation and hiding
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where

M is the number of categories, yic is the sign func-
tion (0 or 1), and the category of sample i is equal to 
c=1, otherwise c=0. Pic is the predicted probability of 
sample i is the category c. In the case of binary clas-
sification, it is as formula (7):

where yirepresents the label of the i sample, the positive 
class is 1, and the negative class is 0. Pirepresents the 
probability that sample i is predicted to be a positive class.

3.4 � Intrusion Detection Model

Figure  4 shows an overview of the intrusion detec-
tion model we proposed based on MPNN. First, the 
network data flow is reconstructed into graph-struc-
tured datas. Then use the graph structured data during 
training. Finally, the traffic nodes are classified.

(5)P
�

y = j��(i)
�

=
e�

(i)

∑k

j=0
e�

(i)

k

,

(6)

� = w0x0 + w1x1 + w2x2 +⋯ + wkxk =
∑k

i=0
wixi = WTX,

L =
1

N

∑

i

Li = −
1

N

∑

i=1

∑

c=1

yiclog
�

pic
�

(7)
L =

1

N

∑

i

Li = −
1

N

∑

i

−
[

yi ∙ log
(

pi
)

+
(

pi
)

+ (1 − y) ∙ log
(

1 − pi
)]

The network data flow is reconstructed into a 
graph structure: the network data flow is the basic 
data transmission form in the network, and most cur-
rently intrusion detection systems are also based on 
this structure. The data flow not only includes the 
source IP, port, destination IP and port of the data 
information, but also includes the size, duration and 
other information of the data flow.

In order to better show the correlation between flows, 
in the MPNN-based intrusion detection system, the S 
node is first encoded as the source node, the f node is 
encoded as the target node, and the other information 
is encoded as the flow node. In the process of encod-

ing nodes, information such as IP cannot be used as the 
information to judge the attack behavior in the actual 
intrusion detection system, so the feature vectors of the 
S and f are initialized as vectors with all 1s. During the 
encoding process of the stream node, the insufficient part 
of the stream node is filled with 0.

Model training: we proposed the MPNN-based intru-
sion detection system proposed , the message passing 
process is completed twice, and then the four fully con-
nected layers are connected, and finally the flow nodes 
are classified. The hidden layer is 128. To improve the 

Fig. 3   Message Passing Neural Network Applied to Network Attack Behavior Detection Model



	 J Grid Computing (2023) 21:60

1 3

60  Page 8 of 14

Vol:. (1234567890)

generalization ability of the model, we set a dropout 
value of 0.3 between each layer. In our model, the activa-
tion function is the Softmax function, and the nonlinear 
activation function is the ReLu function.

Classification: We use the public set to evaluate the 
model performance. First, convert the graph structure 
of the test set to be consistent with the training set, 
and then use the trained MPNN model to assign the 
flow nodes of the Softmax layer to make the corre-
sponding probabilities different. Finally, use the real 
class labels to evaluate the model.

4 � Experiments

4.1 � Experimental Conditions

Our experimental conditions include operating sys-
tem, memory, GPU, CPU, video memory and hard 
disk, in Table 2.

4.2 � Dataset

The data set contains 25 types of user behaviors, 
which use a variety of protocols, such as HTTP, FTP, 
etc. At the same time, it also includes 15 kinds of 
network attacks, and the specific attacks are shown 
in Table 3. In our comparative experiments, we also 
use the CICIDS2017 dataset. The CICIDS2017 data-
set contains benign and up-to-date common attacks 
similar to real-world data (PCAPs). It also includes 
the results of network traffic analysis with CICFlow-
Meter, using tagged flows based on timestamp, source 

Fig. 4   Structure of MPNN-based intrusion detection system

Table 2   The experimental conditions

Operating system Windows10

Memory 32G
CPU AMD Ryzen3950X
GPU NIVIDIA 3090
Video memory 32G
Hard disk SAMSUNGMZ-

VLB512H-
BJQ-00007

Table 3   CIC-IDS207 data set traffic types and quantities

Traffic type quantities

BENIGN 395413
Bot 1959
DDoS 127186
DoS-GoldenEye 10242
DoS-Hulk 229927
DoS-Slowhttptest 5475
DoS-slowloris 5770
FTP-Patator 7907
Heartbleed 11
Infiltration 36
PortScan 157940
SSH-Patator 5866
Web Attack  Brute Force 1498
Web Attack  Sql Injection 21
Web Attack  XSS 650
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and destination IP, source and destination port, proto-
col and attack (CSV file).

4.3 � Evaluation

We use TP, TN, FN and FP to evaluate our model. 
In the experiment, we define two labels for the data 
set. The first label indicates whether the traffic is 
abnormal or not. The second label represents the traf-
fic category, which is empty for normal traffic, and 
its classification for abnormal traffic. We use the first 
label for binary classification and the second label 
for multi-classification. In the experiments, we use 
80% data set for training and 20% data set for testing. 
The biggest problem in training is that the normal 
data set and abnormal data are not equal. In reality, 
the amount of normal data accounts for about 95% of 
the total data. Therefore, we need to eliminate nor-
mal data, 15% of the normal samples are randomly 
selected to participate in the calculation of the mes-
sage-passing process, and the remaining normal traf-
fic is discarded.

4.4 � Analysis

To demonstrate the superiority of our model in accu-
racy and robustness. We compare with the MLP 
method proposed by Arnaud [22], the MBT-SVM 
method proposed by Yang [23], the SGK method 
proposed by Sahoo [24], and the NSGA2-LR method 
proposed by Khammassi [25], as shown in Figure 5. 
Our proposed model achieves 99.81% accuracy on the 

CIC-IDS2017 dataset and surpasses the accuracy of 
MLP by 1.46%.

The proposed model can also achieve an accuracy 
that is better than or similar to traditional machine 
learning in the detection of specific attack behaviours. 
As shown in Figures 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 
16 and 17, we compared the precision of five algo-
rithms on multi-classification.

The following experiments will analyse the 
robustness of the our model for common adversarial 
attacks. A DDoS attack uses multiple hosts to access 
the target host at the same time, resulting in the tar-
get server being unable to function normally. To 
launch an attack on the target host faster and reduce 
the overhead of the attacking host, the data packets of 
the DDoS attack traffic will not have too much pay-
load, but only need to achieve the minimum packet 

Fig. 5   The accuracy of our method compared with other 
methods

Fig. 6   The precision of Benign

Fig. 7   The precision of Benign SSH-Patator
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Fig. 8   The precision of DoS GoldenEye

Fig. 9   The precision of PortScan

Fig. 10   The precision of DoS Slowhttptest

Fig. 11   The precision of Web Attack Brute Force

Fig. 12   The precision of Bot

Fig. 13   The precision of Web Attack XSS
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result of network transmission. The purpose of DDoS 
is to consume the bandwidth resources of the target 
host. As detecting the packet size of a single flow can 
usefully identify some network attacks, especially in 
DDoS attack traffic, the packet size is one of the most 
important detection indicators. In the first adversarial 
attack experiment, we manually modified the attack 
packet, using the byte size of [0-300] to the original 
packet size. The experimental results are shown in 
Figure 18.

For traditional machine learning, the data packet 
size is a key indicator for identifying attack traffic, 
and the accuracy of the model will decrease after 
being artificially modified. However, our proposed 
intrusion detection system based on MPNN and 

Fig. 14   The precision of DDoS

Fig. 15   The precision of DoS slowloris

Fig. 16   The precision of FTP-Patator

Fig. 17   The precision of DoS Hulk

Fig. 18   F1-score changes with packet size
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traffic spatiotemporal features can maintain good 
accuracy even under adversarial attacks.

The principle of the DoS Slowhttptest attack is to 
find a way to make the server wait. When the server 
keeps the connection waiting, the server will always 
consume a part of the limited resources to main-
tain the current process. When machine learning 
detects DoS Slowhttptest attacks, the inter-packet 
arrival time will be used as an important judgment 
indicator. We modify the inter-packet arrival time 
of the test set by [0-5] seconds, and then compare 
the changes in the accuracy of different models, in 
Fig. 19.

In the inter-packet arrival time, other methods 
show a significant decrease in accuracy. Inter-packet 
arrival time is an important condition for machine 
learning models to judge traffic. When adversarial 
attacks are conducted against inter-packet arrival 
time, the accuracy of the machine learning model 
will be significantly affected. When launching a 
brute force attack, different attack tools may have 
different sizes of packets. But when using the same 
attack software, the packet size will not fluctuate 
too much. At the same time, in the normal com-
munication process, the size of the packet changes 
randomly, there is no statistical law, and the fluctua-
tion is obvious. We try to modify the average packet 
size to compare the accuracy between different 
model s, in Fig.  20. From the above three experi-
ments, the traditional intrusion detection model has 

less robustness towards adversarial attacks, but our 
model still maintains good accuracy.

5 � Conclusion

Currently, the three major problems restricting the 
performance of intrusion detection model s are small 
sample detection, adversarial attacks and real-time 
detection. Our model is not just relied on a few basic 
characteristics of network traffic but utilises the traffic 
spatiotemporal characteristics. Our intrusion detec-
tion model is bettet than the other machine learning 
models in detecting botnets and can still maintain 
good robustness when the model is confronted with 
adversarial attacks, although the detection effect 
of Web Attacks is slightly inferior to other machine 
learning models. When the adversarial attack is 
carried out against the model, the accuracy of the 
machine learning model drops significantly, but the 
accuracy of the model proposed in this section does 
not change significantly. The model we proposed has 
achieved better results than traditional machine learn-
ing models in terms of robustness, but it still cannot 
solve the problem of small samples. In the future, it 
is an area worthy of further exploration to try to use 
the combination of graph neural network model and 
machine learning model to improve the robustness of 
the model and also improve the ability of the model 
to detect small sample attacks.

Fig. 19   The relationship between F1-score and inter-package 
arrival time

Fig. 20   The relationship between F1-score and inter-package 
arrival time
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